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Starting situation: Work by the EHT collaboration

Figure 1: M87* on day 0 imaged with
ehtimaging [AAA+19]. Saturated
color bar.

X Uncertainty quantification via multiple
independent imaging teams

X Independent imaging for each observing day
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Idea

Product Rule of Probabilities
aka Bayes’ theorem

P(s|d) = P(d|s)P(s)
P(d)

P(A|B): conditional probability,
s: parameters, d: data.

(Some) assumptions
X The brightness is strictly positive.
X The source features correlation in
spatial, temporal and frequency
direction.

=⇒ Encoded in P(s).

In our case:

X Correlation structure→ full 4d-movie: sky brightness has shape (2, 28, 256, 256).
X The posterior P(s|d) is a ridiculously high-dimensional function:{

R7.500.000 → R≥0

s 7→ P(s|d)

X This function encodes our knowledge on M87* including uncertainties.

3



Idea

Product Rule of Probabilities
aka Bayes’ theorem

P(s|d) = P(d|s)P(s)
P(d)

P(A|B): conditional probability,
s: parameters, d: data.

(Some) assumptions
X The brightness is strictly positive.
X The source features correlation in
spatial, temporal and frequency
direction.

=⇒ Encoded in P(s).

In our case:

X Correlation structure→ full 4d-movie: sky brightness has shape (2, 28, 256, 256).
X The posterior P(s|d) is a ridiculously high-dimensional function:{

R7.500.000 → R≥0

s 7→ P(s|d)

X This function encodes our knowledge on M87* including uncertainties.

3



4
ehtimaging, [AAA+19], day 6.



5
ehtimaging, [AAA+19], day 5.



6
ehtimaging, [AAA+19], day 1.



7
ehtimaging, [AAA+19], day 0.



8
vlbi-resolve, [AFH+22], day 0.



vlbi-resolve, [AFH+22], posterior mean.



vlbi-resolve, [AFH+22], 16 posterior samples.



Data consistency

Figure 2: Three closure phases for triples of antennas as a function of time.
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The Future: Next-generation
Event Horizon Telescope



ngEHT Analysis Challenge

Analysis Challenge by Freek Roloefs, Lindy Blackburn (CfA Harvard University) and many
more.
https://challenge.ngeht.org/challenge2/

Workflow
1. Simulate M87*-like black hole (with GRMHD)
2. Simulate EHT 2022 / ngEHT observation −→ (realistic) data
3. Reconstruct sky model of M87*
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Figure 3: Ground truth

Figure 4: Log. reconstruction (eht2022) Figure 5: Log. reconstruction (ngeht)
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Prior



Prior

Figure 6: Exemplary sample 1 (log)
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Prior

Figure 6: Exemplary sample 1
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Prior

Figure 6: Exemplary sample 2

14



Prior

Figure 6: Exemplary sample 3
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Approximate the Posterior



Variational Inference (−→ Kullback-Leibler divergence)
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Gaussian Variational Inference

X Q(ξ): Approximate posterior distribution

X Variational Inference: Qη(ξ) = N (ξ|ξ̄,Ξ)
X Full covariance Variational Inference

Ξ =
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X Metric Gaussian Variational Inference

Ξ =
(
J(ξ)†WJ(ξ) + 1

)−1
with: J: Jacobian of the forward model, W = diag(weights).
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Metric Gaussian Variational Inference

Ξ(ξ) =
(
J(ξ)†WJ(ξ) + 1
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Conclusion

Figure 7: M87* on day 0 imaged with
ehtimaging [AAA+19]. Saturated
color bar.

Differences to [AAA+19]
X Uncertainty quantification via multiple
independent imaging teams

X Independent imaging for each observing day

Some aspects
X Four-dimensional (time, frequency, space)
resonstruction of M87*

X Bayesian treatment despite huge problem size
(> 107 dofs)
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Conclusion

Figure 7: M87* on day 0 imaged with
vlbi-resolve [AFH+22]. Saturated
color bar.

Differences to [AAA+19]
X Intrinsic uncertainty quantification
X Temporal correlations→ full 4d-movie

Some aspects
X Four-dimensional (time, frequency, space)
resonstruction of M87*

X Bayesian treatment despite huge problem size
(> 107 dofs)

18



Conclusion

Figure 7: M87* on day 0 imaged with
vlbi-resolve [AFH+22]. Saturated
color bar.
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